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ABSTRACT forgotten at the end of the session of a classical CBIR system

. . One might think about re-using these labels for later sessio
In this paper, we present a long term learning system for con- . . : .
: . in order to benefit from the previous active learning [8]. In

tent based image retrieval over a network. Relevant feddbac ' . . :
. . ; ..~ a single-user CBIR system, the resulting long-term leaynin
is used among different sessions to learn both the simjlarit. : .
is very slow due to the few labels available. However, in our

funchon_and the best rout_mg for the searc_hed category. O_u istributed context, we can gather labels over sessioms fro
system is based on mobile agents crawling the network in .
. . . : many users. In that sense, the knowledge given to the sys-
search of relevant images. An ant-behavior algorithm isluse . .
. . . tem through the relevance feedback is huge. In this paper,
to learn the category dependent routing. With experimemts e present a generalization for long-term optimizationf o
trecvid’05 key-frame dataset, we show that the smart assoc]

ation of category dependent routing and active leamindea previous CBIR over networks system. The localizations of
) gory dep . 9 ; the categories are learned over several sessions, enabling
to an improvement of the quality of the retrieval.

routing of the mobile agents specific to the searched concept
In the next section, an overview of our system is exposed.
1. INTRODUCTION The sect. 3 contains the description of the routing learning
algorithm during a session. Section 4 describes the lorg-te
Thanks to the generalization of multimedia devices (such agptimization. Finally, we present and discuss the expeatisie
mobile phones, digital cameras, etc...), huge collectimins and results we obtained using our system on the trecvid2005
digital images are available today. Content Based Image Réey-frame dataséin sect. 5.
trieval (CBIR) has been successfully proposed to tackle the
search in these ever growing collections [1]. The main idea
is to build a description based on the images content, and to
find similarities between descriptions [2]. Machine leami
techniques have been successfully adapted to train a giyila
function in interaction with the user (using her labelingloé
results) leading to the so called “relevance feedback” [3, 4
The best improvement has been done with the introductio

2. RETRIEVAL SCHEME

Our system is based on mobile agent technology. A mobile
agent is an autonomous computer software with the ability to
migrate from one computer to another and to continue its ex-
ecution there. There are good reasons for using mobile agent

: ) . . : X Ih the distributed CBIR context, such as the reduction of the
pf active Iear.nlng, which aims at proposing for Iab'elmg thenetwork load (the processing code of the agent being very
image that will "’?‘ most enhance the similarity function Whensmall in comparison to the feature vector indexes) and the
added to the training set [5].

With th ; f network hasthe Int ¢ massive paralleling of the computation [9].
! € €xpansion of NEWorks SUch as the Iternet, Peer— oq yageriped in Fig. 1, the user starts his query by giv-

to-peer networks or even personal networks, image reiriev%g an example or a set of examples to an interface (1). A

haﬁ bﬁcome a dt:flcultkt)a?rlf. Ast;:nagefs(?éTRspllt mtto rlnatn%imilarity function based on these examples is built (2).-Mo
collections over the web, the probiem o IS notonly 10y agents are then launched with a copy of this similarity

f'?d tlhe m?St “ale;{ant |m£tghes, b#tca;;tp fmg.trt]gblofacli'mt'ofunction (3). Every host of the network contains an agent
ofrelevant collections. oug In a distributed eon platform in order to be able to receive and execute incoming

text has been noted as a interesting improvement [6], it h obile agents. The agent movements are influenced by mark-

been, to our knowledge, the focus of few works. We h""Veers (anumerical value locally stored on the host) followamg

presented in a previous work [7] a system built for CBIR OVer, .t like behavior [10, 11], as described in section 3

networks. We carried out a smart cooperation between the On each platform, an agent indexing the local images is

interactive CBIR and a localization learning in a globakasc run, and retrieves the relevantimages for the incoming&gen
tecture based on mobile agents.

However, all the labels gathered during the interaction are !see http://www-nlpir.nist.gov/projects/tv2005/




mobile agent launching hosts containing the images of the current category, wemse a
1 2 8 ant-like algorithm [13, 14] following the model of the ethol
wer | iy ) 3 ogist J. L. Deneubourg [15] to reinforce the markers. Each
example Lt time an agent moves towards a host, the selected marker is
J 7a RN L 4 decreased as follows:
similarity lgarning - e U
6 — 7b [/ And each time the user labels animage, the selected mark-
\ - / \ ers on the pathway taken by the agents to retrieve this image
final N are increased:
results V|77 T TTTTTTTTIOTC 5
9 Aphi =47 - u ®3)
mobile agent returning

With « beingl if the label is positive() otherwise. Using
this rules, the estimation of the markef; is dependant on
Fig. 1. Functional description of our system showing the usefh€ estimation of: the labels given by the user:
in interaction with the relevance feedback loop (launchifg R
agents, retrieval, display and labeling). ph; =

relevance feedback loop

<>

T (4)
«

Thus the higher levels of marker will be obtained for the
As soon as they receive the answer of the index agent, the mhests that gave the greatest number of positive labeliag-le
bile agents return to the user's computer (5) and the resuligg to a routing associated with the session’s category.
are displayed on the interface (6). The user can label these
results (: relevant —1: irrelevani), and the similarity func-
tion is updated consequently (7a) as well as the good paths of

the network (7b.)' As the similarity function WE USe IS ,basedThe main contribution of this paper is the generalization to
on SVM analys_ls [12], the update_ qnly consists in ad_dlng thEI’ong term optimization of all sessions. After several s@ss)
results and their labels to the training set and to train a ney o dispose of several category related routings as explaine
SVM. . ) ) in section 3. In order to re-use the routings in sessions con-
Mobile agents are then relaunched with the improvedig ning an allready learned category, we put on each host

similarity function. The interactive loop consists of seale of the network several markei@h, ;}, each of them being
launching of mobile agents and labeling of the results (8). A g|ated to a specific category. n

the end of the interaction, mobile agents are launched for a
very last time in order to retrieve the best results from each b c b c
host (9). The number of retrieved images is proportional to ! !
the level of the markers leading to this host, assuring tha
most of the best retrieved images are provided by releval
hosts.

4. LONG TERM MERGING OF SESSIONS

3. ROUTING LEARNING

During a session, the similarity function is learned as asl
routing of the agents leading them to host containing releva .

images. This routing is done by the ant-like behavior of the Ph, before learning  Ph,
agents. While moving from one host to another, agents ar
influenced by markers regarding the following rule :

after learning

Eig. 2. Evolution of the markers after long-term learning. At
the very beginning, all three hosts b and ¢ have the same

ph; probability of being visited. After long-term learning sem
P = Zih (1)  of the planes have specialized into one category.
bh
kes

The use of the market®h; ;}, j being fixed, for all host
WhereP; is the probability of an agent to move to hést i of the network leads to a routing relevant for the associated

ph; being the value of marker of the hastndS the possible category. Let us denote@anesuch a routing (see Fig. 2).

destinations. In order to have the selected markers ledeeto t In order to benefit from these previously learned routing, we



build a functiory selecting the markergph; ;} correspond- routed by the second and last planes, which means that a func-
ing to the searched category frdih; the vector concatenat- tion i) choosing one of these two planes will lead the agents
ing theph; ; available on the host The functiony is ob-  to host3.

tained from a vecto® containingl for the relevant marker,
ando otherwise :

[N

505 lane 1
Y(Ph;) = ol Ph; (5) é | : ’T‘ q \ . \ ? ‘ - ‘ Ezlanez
As we do not have ang priori about the category being z ‘ ‘ ‘ ‘ ‘ ‘ Eg:a”Ej
currently searched, we build the vectdrin interaction with 2.0 Wpiane 5
the user. We associate to each set of markergrobability & - - Upane e
W; of being related to the current category. We sample ¢ = % L2 3 4 s 6 7
random vectoX = {z;} of dimension the number of set ! ‘ ‘
of markers with an uniform distribution over all dimension. go&
The probabilitiesiV; are used as weights faX, and ¥ is g o T m— ’ - J

obtained as the projection on the max of the weightgd

Fig. 3. Relative values of each marker on the hosts. Each

U= {0jmh<jcsn , m= arg?aX({Wj -z;})  (6)  marker has specialized for one host.

Each time the user labels an image, e correspond- The markers that were used for each category are shown
ing to the markers that have been used to retrieve this imagen Fig. 4. As we can see, all categories used a subset of the
evolves regarding the following rule: markers available, meaning that the markers did specdlize

for a category. We can clearly see the correlation between th
W; «— W; +e(y — W) (7)  specialization and the Fig. 3. The markers used for a session

Wherey — 1 if the label is positivep otherwise. Thus, concerning a catego.ry Where exactly those leading towards
the host which contained it.

markers that gave a lot of positive labels will have a higher
weight, which means a higher chance of being selected.

N

A U is generated with anew randaXheach time anagent o3 ‘ ‘ ‘ ‘ ‘ ‘
is launched, assuring that all the dimensions will be exgdor §§°-5J 1
until the weights converge to the dimension routing to thetho ~~ °= o L, — —— Wplane 1
containing the current category. st ‘ ‘ ‘ ‘ ‘ ‘ ES:::Zz

As both the function) and the markers level are learned g8 | [ptane 4
at the same time (using the same reinforcement given by tr £ & il Eg:::zz
user), the dynamics of the markers evolution should be slowe % 3 4 5 6 7
than the one of). Consequently, a set of marker is chosen (by 22 ! ‘ ‘ ‘ ‘
convergence of the weights) before the markers are evolved  §305

5. EXPERIMENTS

We used the trecvid2005 key-frame dataset to test the irFig. 4. Percentage of markers that were used for each cat-
fluence of our category dependent routing on the retrievaggory. Markers have been at most used for the category to-
We put the three categories we tested (nammlplane ~ wards which destination they routed
explosion-fireand mapg on three different hosts, and added
about 4000 randomly chosen images from the category In order to measure the improvement of using a category
tertainmentto each host (simulating the various content adependent routing, we ran one hundred retrieval sessions on
real host contains). These were the possible destinatiorsssingle host containing the images of all categories. This
of our mobile agents. We ran one hundred of retrieval sessetup is calleadentralizedthere after. Theecall for 500 im-
sions which consist of launching of agents and displayingges retrieved is shown on Fig. 5. As one can see, our sys-
of results until100 labels where obtained. At any session,tem is better than theentralizedsetup by more thag% in
the searched category was randomly chosen within the thremean. For a difficult category likairplane the gain is about
hosted categories. 5%, whereas for an easy category likeplosion-firethe gain

As shown on Fig. 3, each host had some of the markers about2%. This improvement shows the improvement of
specializing towards it. For instance, the third host haanbe taking in account the localization of relevant images ifie t



learning process.
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Fig. 5. recall@500 for the three tested categories. The dis- [8]
tributed system performs better than the centralized one fo

all categories.
6. CONCLUSION

In this paper we have presented a CBIR system based on md9]

bile agent technology with an ant-like behavior. The lowasi

from where the images are retrieved depend on a set of mark-
ers. The association between these markers and categnriesilio]

learning in interaction with the user, resulting into a gatey

dependent routing. Our system carries out a smart coopera-
tion between this routing and the active learning of the sim-

ilarity function used for the retrieval, leading to an impes
ment of the recall.

While markers can be naturally shared between users, o 1]
system builds an user oriented semantic map of the network

that can be used efficiently to improve the retrieval.
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